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Overview
This pictorial will feature the main points from 
a literary review. It will show a breakdown of a 
smart home configuration and how data flows 
through it. It will illustrate how and why this 
data is collected and suggest a PPA as a means to 
control this flow of data. It will then introduce 
the Stanford d.School design thinking process 
(Dam & Siang, 2020) as a means to explore the 
design of a PPA and test it for levels of trust.

Background
The internet of things (IoT) is a network of 
devices that can send and receive data about 
the environment they are situated in. An 
increasingly popular application for these 
devices is in the domain of smart homes. Smart 
homes are homes that have been augmented 
with IoT devices. In the near future smart 
homes could help us live longer healthier lives 
(Ziefle et al., 2011), better manage consumption 
of energy, food and water (Williams et al., 2017) 
and integrate with artificial intelligence to make 
decisions on our behalf (Gulati et al., 2018). 
This research is taking place during the Covid-
19 pandemic, currently ways of helping treat 
patients of the virus are been explored using 
smart home devices (Nasajpour et al., 2020).

As we add more smart home devices to our 
homes we must to ensure they adhere to our 
notions of privacy (Paradiso & Siewiorek, 
2020). Studies have shown that while users 
are concerned about privacy, they have little 
knowledge of the privacy practices and data 
collection of these devices (Das et al., 2018). 
Shoshana Zuboff states that the  imbalance of 
information between the users of connected 
devices and the manufacturers who extract data 
through them is unprecedented (Zuboff, 2019).
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Literary review 
Eight key points were derived from a literary 
review covering the area of smart homes, PPA 
and trust as it relates to technology.

Smart Homes
1  The market for smart home technology and 

connected devices is growing (Mestrado & 
Projecto, 2019).

2   Widespread smart home adoption could bring 
many benefits (Acquisti et al., 2017; Bennett 
et al., 2017; Gulati et al., 2018; Williams et al., 
2017; Ziefle et al., 2011).

3  Users are concerned about privacy and data 
collection within smart homes (Caltrider, 
2017; Deloitte, 2016; Paradiso & Siewiorek, 
2020; “Securing IoT,” 2019).

4  Some users fit the privacy paradox (Emami-
Naeini et al., 2020; Williams et al., 2017).

PPA
5   Researchers, non-profits and designers are 

exploring ways to help users mange their data 
(Emami-Naeini et al., 2020; Margot James, 
2019; Zheng et al., 2018).

6  Personal Privacy Assistants, have been 
proposed as a way to help users (Colnago et 
al., 2020; Das et al., 2018; Sadeh, 2019).

Trust as it relates to technology
7  Trust is vital for Smart Homes (Cannizzaro & 

Procter, 2020; Williams et al., 2017).

8  Trust in a technology could be associated with 
ease of use (Flavián et al., 2006; McKnight, 
2012).
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Smart Homes
Smart homes feature an array of 
devices connected together via a 
network, this network is often provide 
by a WiFi Router. The router acts as 
way for data to flow in and out of the 
home. Data flowing out is often sent 
to cloud services where it is processed 
and stored. 

FLOW OF DATA  
THROUGH  
A SMART HOME

A smart home can have many 
configurations and is continuing  
to evolve (Williams et al., 2017).  
A common model is a home  
enhanced with monitoring and  
control functionality from connected 
devices, these are usually connected 
through the homes WiFi network 
(Sadowski, 2019). 

 Connected devices
  These are electrical devices or 

appliances that have the capacity  
to sense and record data about their 
environment. They are connected  
to the internet or other devices.  
They can be controlled by a user 
interface, voice user interface or 
via smart phones, tablets and smart 
watches (Zuboff, 2019). 

 WiFi Network
  WiFi serves as the network layer  

of a smart home. It connects together 
the connected devices in the house.  
It allows them to send and receive 
data to one another and cloud 
services. Other infrastructures such as 
Bluetooth or ZigBee can also serve this 
function (Sadowski, 2019). 

 Cloud Services 
  The data collected via connected 

devices is sent through the WiFi  
router to Cloud Services. This is  
where the data is processed and, 
depending on the type of data, can  
be used in a number of different  
ways (Sadowski, 2019). 

1   Security 
camera

2  Smart hub

3   Smart 
thermostat 

4  Smart light

5  Smart oven

6  Smart fridge 

7  Smoke alarm 

8  Smart TV

9  Games console 

10  Smart car

These connected devices allow the user 
to control applications such as heating, 
water systems, lighting, windows, 
blinds, doors, TV’s and washing 
machines. Some connected devices also 
have sensors to allow them to collect 
data from their environments such as 
audio, visual, location, temperature, 
humidity, air quality and rainfall.

1
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4
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7
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10

Flow of data showing 
devices sending and 
receiving data through  
the WiFi network.

An example smart home  
with connected devices
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ACCESSING  
OUR DATA 
Interacting with connected devices generates 
large amounts of data. This data is very valuable to 
companies, it is sometimes referred to as data capital. 
When companies seek consent to record and extract 
this data it is typically done through end-user licensing 
agreements(EULAs) (Sadowski, 2019). In a smart home 
context, they will appear before a user can access the 
service’s available to their connected device. 

EULAs are long, dense legal documents. One study 
estimated that it could take 201 hours a year to read 
all of the EULA a person will encounter in their life 
(Mcdonald & Cranor, 2008). If a user does not agree 
with the EULAs the functionality and security of their 
connected device can be compromised (Zuboff, 2019). 
EULAs are not easily understood and some consider 
them less a form or consent and more a form or 
compliance (Sadowski, 2019).

Profile and target people
Your data can inform targeted ads, 
prices based on customer characteristics 
or identifying segments of people 
susceptible to certain kinds of political 
messaging.

Predictive Behaviour Models 
As more data is collected companies can 
identify trends and forecast probabilities 
based on your behaviour. 

Optimise systems 
In a smart home context, how you 
use a device could be informing your 
experience of a system compared to 
someone else. 

Tracking and Analytics
Using connected devices, you can track 
various aspects of your life. For example 
a smart fridge could track your diet or 
a smart thermostat could track your 
energy use.

Build digital systems
Many digital services and systems are 
built on data, for example Uber uses real 
time data on the location of it’s drivers 
and customers.

Grow the value of assets
Buildings, vehicles and machinery can 
depreciate over time but upgrading 
assets with ability to collect data on 
this wear and tear helps to combat 
deterioration.

Creating value 
from our data

Value is drawn from data in a number of 
ways, typically the most sought after is 
user data (Zuboff, 2019). Below are some 
examples of how this data can be turned 
into value for companies. 

Accept? 

These examples are based on research 
by Sadowski (2019) and Zuboff, (2019). 
These examples are not exhaustive and 
companies are actively discovering more 
ways to use data.

GO O GLE T ERMS  O F S ERVICE

Effect ive March 31, 2020

Archived versions

What’s covered in these terms

We know it’s tempting to skip these Terms of Service, but it’s
important to establish what you can expect from us as you use
Google services, and what we expect from you.

T hese Terms of Service reflect  the way Google’s business works , the laws that  apply to our company,

and certain things we’ve always believed to be t rue. As a result , these Terms of Service help define

Google’s relat ionship with you as you interact  with our services. For example, these terms include the

following topic headings:

What  you can expect  from us , which describes how we provide and develop our services

What  we expect  from you, which establishes certain rules for using our services

Content  in Google services , which describes the intellectual property rights to the content  you

f ind in our services — whether that  content  belongs to you, Google, or others

In case of problems or disagreements , which describes other legal rights you have, and what  to

expect  in case someone violates these terms

Understanding these terms is important  because, to use our services, you must  accept  these terms.

Besides these terms, we also publish a Privacy Policy. Although it ’s not  part  of these terms, we

encourage you to read it  to bet ter understand how you can update, manage, export , and delete your

informat ion.

Service provider

In the European Economic Area (EEA) and Switzerland, Google services are provided by, and you’re

contract ing with:

Googles terms  
of service is a 17  
page document.  
In order to utilise  
their services the user 
must agree to all of the 
terms laid out.



PPA 

PRIVACY  
NUDGES 

A PPA is an application on a smart phone 
or watch that helps users discover 
connected devices in their vicinity and 
learn about their data practices (Sadeh, 
2019). This in an emerging technology 
in the context of a smart home but 
it follows other examples of moves 
to educate users on how their data is 
collected and used. 

For the purposes of this pictorial  
a PPA will be designed for use in a  
smart home context. It will utilise 
privacy nudges as a way to nudge users 
towards more secure decisions without 
limiting their options.

METHODOLOGY
This pictorial proposes to design and test two versions 
of a PPA prototype to control the flow of data from a 
smart home: 

PPA-1 – included privacy nudges

PPA-2 – did not include any privacy nudges

The main research question of this pictorial is 

  Will users trust the PPA with privacy nudges more 
than the PPA without? 

To answer this question the following hypothesis are 
put forward.

H1  The PPA with privacy nudges will have a higher 
rating of trust than the PPA without privacy 
nudges.

H2  The PPA with privacy nudges will have a higher 
useability rating than the PPA without privacy 
nudges.

“Soft Paternalism” uses research from 
behavioural economics to “nudge” users 
towards making more secure choices 
while not limiting their options (Story 
et al., 2020). Food labelling and driver 
feedback signs are examples of nudging 
towards more responsible actions. 
Acquisti et al., (2017) layout dimensions 
of these nudges and how they can assist 
users in making secure choices. These 
dimensions will be applied to the design 
of the PPA. 

The nudges are:

-  Information
  Provide information to reduce  

the imbalance of information  
between users and manufacturers  
of connected devices.

- Presentation
  Create a presentation that provides 

necessary contextual cues in the user 
interface to reduce cognitive load and 
convey any possible risks.

- Defaults
  Configure the defaults of the  

system to priorities privacy.

- Incentives
  Incentivise users to configure the 

system according to their stated 
privacy preferences.

- Adjustable Settings
  Allow users to recover from mistakes, 

opt out or adjust their settings.

- Timing
  Nudge users at appropriate times, this 

can give contextual information on 
why data is been collected.

THE DESIGN PROCESS
This pictorial will follow an explanatory sequential 
mixed methods research design, first gathering 
quantitative data and then performing qualitative user 
testing. The project will be broken into the five stages 
of the design thinking methodology developed at the 
Standford d.school. This methodology is useful for 
understanding the human needs involved in a project 
and takes an iterative design approach to developing 
artefacts (Dam & Siang, 2020). 

The satges of the process are:

1 - Empathise 
2 - Define 
3 - Ideate  
4 - Prototype 
5 - Test



Some respondents showed a 
distrust of connected devices 
while also expressing a desire to 
use their products linking into 
the privacy paradox (Williams et 
al., 2017). 

Respondents were split over 
who should be responsible for 
protecting data their smart 
homes devices collect.

Most respondents don’t know 
who to trust to help them learn 
how to protect their data. 

1 - EMPATHISE
In the first stage of the design thinking process, the 
goal was to gain an empathic understanding of how 
people use and feel about connected devices (Dam 
& Siang, 2020). To do this the following research 
activities were completed:

Catalogue 
A catalogue of connected devices was produced. This 
was to gain a well-rounded understanding of the 
range of devices available to consumers. The devices 
were collected from the Google store, Apple Homekit 
and Amazon as well as research by Mozilla, (2020) 
and Williams et al. (2017)

Questionnaire 
Research by Williams et al. (2017) and Caltrider, 
(2017) informed the design of a quantitative 
questionnaire that was sent out to participants  
via social media and special interest groups.  
The questionnaire collected quantitative information 
about the respondent’s smart home devices and their 
attitudes towards these devices. 

Expert Interview
Expert interviews were conducted with 

Sarah Gold - CEO of Projects by IF, a design studio 
that helps organisations to use data responsibly. 

Catherine Friend - An associate lecturer and 
researcher on cyberpsychology and cyber security.

Key Findings

Interviews 

Catalogue 

14 Categories  
of use 

13 Types  
of sensors 

Most respondents did not own 
their own home, lived with one 
other person and used their 
smart home devices everyday. 

Most devices were in the sitting 
room and entertainment devices 
were the most popular type. 
Entertainment was also the most 
popular use. 

Questionnaire 

56 Types of smart 
home devices 

78 Manufactures of 
smart home devices 

Connected device user  
Male, late 30s

Connected device user  
Male, late 30s

The interviews were transcribed 
and a thematic analysis was 
performed to discover key themes:

-  Privacy concerns around 
data collection are not yet 
mainstream.

-  Consumers need choice when it 
comes to their data.

-  Devices must be able to handle 
the complexity of modern 
human homes.

Catherine Friend when 
speaking on privacy 
concerns.

“how do you have 
understanding, trust and 
accountability when you’re 
living in a computer? In the 
context of human life, which 
is really messy?”

“I’ve lost all trust for Google, 
Amazon, and Apple.”

“they don’t see the effect 
being immediate, it doesn’t 
really affect their immediate 
use of a product”.

Sarah Gold when 
speaking on current 
challenges

“I usually am resistant to the 
idea of these devices, then 
I end up trying one and it’s 
usefulness wins me over. 
Sneaky lil things…”.



2 - DEFINE These act as a tool to align the design of 
products and services around specific 
groups of people rather than generic 
users (Harley, 2015).

Findings from Catalogue, Questionnaire 
and Interviews in the previous stage 
were formulated into Peronsas and 
Empathy Maps. Actual responses were 
used to illustrate the personas opinions 
on smart home technology. 

“I think they 
are useful but if 
Mozilla or another 
non-profit 
entered this space 
with a decent 
product, I’d be 
happy to buy it.”

“It feels like 
it’s just more 
complication and 
intrusion in our 
lives.”

Jobs to be done statements
These are used to focus the brainstorming in the next 
stage (Dam & Siang, 2020).

Rob  
“When I use my smart 
home devices I want 
to trust them so I don’t 
feel conflicted about 
my privacy.”

Personas 

Empathy 
Maps 

Rob
32 | Male | Booterstown, 
Co. Dublin

Works in security at  
a financial company.

Very proficient with 
technology. 

Liz
30 | Female | 
Booterstown,  
Co. Dublin

Works in client 
relations.

Very proficient with 
technology.

Persona images sourced from Unsplash. 

(Man Using His Smartphone Photo, 2021; 

Woman in Black Fur Coat and Orange Knit 

Cap, 2021)

Says
Well I’d like an easy 
way to be in charge 
of it but it’ll take the 
government developing 
policies to allow that to 
happen...

Says
Seems a bit creepy, my 
phone and computer 
are already a bit much 
I don’t need a fridge 
listing to me.

Does

• Set’s up the devices. 

•  Links them to his 
accounts.

•  Uses them for  
playing music, 
streaming videos, 
setting reminders and 
hosting meetings.

Does

•  Avoids using smart 
home devices.

•  Keeps the camera on 
her laptop covered 
with tape.

Thinks
•  I wish this was a bit 

simpler. 

•  How do they know so 
much?

Thinks
•  I’ve lost all trust for 

Google, Amazon, and 
Apple.

•  Do we really need 
these?

Feels

•  Excited when they 
work. 

•  Frustrated when they 
don’t work.

•  Anxious when he 
thinks about his 
privacy.

Feels

• Unsure about devices.

•  Annoyed they are in 
her house.

•  Awkward talking to 
Rob about them.

Scenario
Rob bought a new connected device for the apartment.

Liz  
 “When I am in the 
apartment I want to 
be sure no devices are 
spying on me so I can 
feel comfortable and in 
control”

Rob and Liz live together in an apartment in Dublin. They each 
have differing opinions on connected devices. They are described 
through the following human centred design tools.

This is really handy, great 
features… I wonder if Liz ever 
use’s this?

I think they’re a bit creepy! My 
phone and computer are already 
a bit much I don’t need a fridge 
listing to me.

I don’t really trust them myself 
but what are my options?



3 - IDEATE In the third stage of the process a good understanding  
of the users and their needs has been achieved. 
Brainstorming and research was used to generate 
several approaches to developing solutions for Rob  
and Liz (Dam & Siang, 2020).

Brainstrom
Ideas were generated in quick succession 
on post it notes and sketching. These were 
evaluated on their suitability to answer the Jobs 
to be Done statements. 

Research
Research on other types of nudges in domain or non-
domain contexts was used to inform ideation.

Scenario
The most successful ideas of the brainstorm were 
formed into a narrative. This sets out a scenario that 
answers the jobs to be done statements.

1  Rob sets up a new 
connected device. 

3  Liz get’s notified by her 
PPA of the new device 
in the network. 

5  She can review 
information about 
the device before she 
decides. 

2  The WiFi detects the 
new device on the 
network. 

4  She can decide what 
permissions the device 
is granted based on her 
privacy preferences. 

6  She decides she isn’t 
sure, the device will 
ignore Liz unless she 
unlocks it.

Food land energy labels

IoT security project 
and Mozilla Privacy not 
included project 

A competitor 
analysis was 
carried out to 
identify features 
or patterns that 
could be used in 
the PPA.

Energy and diet apps

Duck Duck Go web privacy 
plugin and Terms of Service, 
Didn’t Read project 

Competitor analysis - features

Google Home

Alexa

Samsung Smart Home

Nest

Sonos

IoT Assistant

Connects to smart 

home device

Control smart 

homes devices

View information 

on smart home 

devices

Mange device 

groups

Activity log



4 -  PROTOTYPE 
LOW RES

In this phase a number of protypes were 
quickly produced focusing on specific 
features of the product. The protypes 
were iterated on and improved through 
informal testing (Dam & Siang, 2020). 

Features
The features of the PPA to be prototyped 
are based on research in the pervious 
stages. They are:

- Giving device information 

- Assign device permissions

- Data access requests

- Giving data use context

-   Giving pre-purchase device 
information 

Prototype 01

Prototype 02

How do I  
control them?

Is this the  
refresh symbol?

These names  
aren’t clear 

Too much info Titles still not  
clear enough

This isn’t  
clear to me

Can I buy  
the device here?

Is this me?

Guerrilla testing
Participants were asked to complete 
tasks on a paper prototype using the 
guerrilla testing method (IxDF, 2016). 
The features they commented on are 
heighted in yellow, the comments are 
recorded below. 

User-Centered 
Design
The prototyping  
process followed  
a user-centred design 
methodology. This is  
a design process based 
on an understanding 
of users, tasks and 
environment (User-
Centered Design, n.d.).



Through iterating the low-resolution 
protype a high-resolution digital 
protype was produced. This was split 
into two versions, one that would utilise 
privacy nudges and one that would not.

A brand and tone of voice was developed 
for the app, it was named Homey.

Device  
information

Assign  
permissions

The PPA with nudges uses 
colour to communicate the 
appropriate level of risk. 

Privacy nudges used
- Information 
- Presentation

The version without nudges 
does not apply a colour 
system to the rating.

Privacy nudges used
- Information

The PPA with nudges has 
the default privacy category 
set to the responsible data 
rating. If other users in the 
home have rated this device 
it will also display their 
ratings. 

Privacy nudges used
- Information 
- Presentation 
-  Defaults 
- Incentives 
- Reversibility

The version without nudges 
does not use defaults or 
show how other house 
members have rated the 
device. 

Privacy nudges used
- Information

The PPA gives each device a 
responsible data rating. This 
is based on a rating system 
from Mozilla(2020). 

A user can place device 
in one of three buckets, 
Trusted, Approval Needed 
and Blocked. This dictates 
what permissions the 
device has.

feature feature4 -  PROTOTYPE 
HIGH RES

Be smart about 

your smart 

home data

Homey



Data access  
request

Data use  
context

Contextual 
information gallery

The PPA with nudges uses 
information and hierarchy 
to give more detail about the 
interaction.

Privacy nudges used
- Information 
- Presentation 
- Timing

The version without nudges 
just gives the request. 

Privacy nudges used
- Information 
- Timing

Devices in the Approval 
Needed category must get 
consent from the user before 
they can access their data. 
This appears as a pop-up on 
their smart phone device. 

The PPA will keep a record 
of all the data the user has 
shared. It records who it is 
shared with and gives the 
user insight into how this 
data could be used.

The PPA with nudges uses 
information and hierarchy 
to give more detail about the 
interaction and give context 
about how the users data 
could be used. 

Privacy nudges used
- Information 
- Presentation 
- Incentives 
- Timing

The version without nudges 
does not.

Privacy nudges used
- Information 

feature feature feature

Information galleries were 
offered to users at key 
moments when using the 
app. These were an attempt to 
improve users understanding 
of how their data could be 
collected and used in context. 
These galleries were available 
in both versions of the app. 



In this stage the prototype PPA was 
tested using online testing software. 
The results of the test were used to 
answer the hypothesis set out in the 
Methodology section. The test followed 
the same procedure for both versions of 
the PPA. 

The PPA’s were randomly assigned to 
participants. The participants were 
asked to complete three tasks using the 
PPA and then fill out a 26-point scale 
to measure for trust and usability. This 
scale is adopted from the trust scale 
created by Flavián et al. (2006). The 
tasks useed images and text to create  
a scenario for the participant, they 
were then presented with a PPA to 
complete the task and then asked to fill 
out the scale. 

Participants 
Participants were drawn from different 
sources. Some had taken part in the 
previously discussed quantitative 
questionnaire and indicated they wished 
to take part in this round of testing. 
Some were drawn from a group of 
students who agreed to take part in the 
testing.To be considered valid response, 
a participant had to pass the screener for 
the test:

- Be over 18 years of age

- Use smart home devices 

Context
Your housemate has set 
up a new smart assistant. 
They suggested you use 
an app called Homey to 
manage it.

Features Tested
- Device information

- Assign Permissions

Context
You use the smart 
assistant to buy lunch. 
Homey manages what 
data the assistant can 
access

Features Tested
- Data Access Request

- Data Use Context

Context
The manufacturer of 
your smart assistant has 
added a new feature and 
updated their privacy 
policy.

Features Tested
- Policy Update Context

Context
Your friend thinks the 
smart assistant is really 
useful - their birthday is 
coming up and you want 
to surprise them with 
one.

Features Tested
-  Pre-Purchase Device 

Information

Task 01
Start using Homey and 
connect to the smart 
assistant

Task 02
Review the request from 
the device and decide if 
you will grant access

Task 03
Homey alerts you of the 
update – decide if you will 
review it.

Task 04
Use Homey to review and 
select a smart assistant 
for your friend.

5 - TEST 



CONCLUSION
This pictorial contributes towards 
designing a more human-centred 
approach to data management, 
specifically in a smart home context. 

It used the design thinking 
methodology to move towards 
developing an understanding of use 
for a PPA device, what features it may 
require and what design patterns the 
user interface would utilize. 

This process has raised further 
questions around implementing a PPA 
from a technological and ethical point 
of view. For a PPA to be successful it 
would need to to establish itself as a 
credible and reliable source to its users. 

As the quantitative questionnaire 
undertaken as part of this research 
revealed, most respondents were 
unsure about where to get information 
on how to protect their privacy. 
Some respondents believed that it 
was necessary for legislation to be 
introduced to protect user’s data 
online. Further research would be 
necessary into how a PPA would fit 
into this possible landscape.

RESULTS

Quantitative testing 
Participants were recruited and split 
into two groups; they each completed 
the same set of tasks using a PPA. One 
version of the PPA had privacy nudges 
and one did not. They then completed 
a Likert scale developed by (Flavián et 
al., 2006) to measure the levels of trust 
and usability between the two types 
of PPA. The final sample size that took 
part in the test was n=30. The results of 
the test were input into SPSS Statistics 
and mean between the two groups was 
determined using a series of t-tests and 
Mann Whitney tests (Pallant, 2010).

The results of the test rule both 
hypotheses to be null.

H1  The PPA with privacy nudges will 
have a higher rating of trust than 
the PPA without privacy nudges.

  In this case the presence of 
privacy nudges appears to have 
had no effect on the levels of trust, 
this hypothesis is null.

H2  The PPA with privacy nudges will 
have a higher usability rating than 
the PPA without privacy nudges.

  In this case the presence of 
privacy nudges appears to have 
had no effect on the levels of 
usability, this hypothesis is null.

Qualitative testing
As Sadeh (2019) sates, a PPA is an emerging technology so would benefit 
from exploratory research (Hvas Mortensen, 2020). A second phase of 
qualitative testing was undertaken to explore users opinions on a PPA in 
general. This testing took place using a separate pool of participants but 
with the same screener as previously discussed. There were n=11 valid 
responses. These responses were analysed and coded using a thematic 
analysis. The codes were then applied to the responses, and themes were 
established (Rosala, 2019).

Key themes that could prove areas for 
further investigation are:

Making personal 
data tangible

Some of the themes 
discussed earlier 
recurred. The idea that 
privacy concerns around 
data collection are not yet 
mainstream. 

Automation 
Some participants 
questioned if they would 
continue to use the app 
long term, This could 
suggest that granting a 
PPA permission to make 
decisions on behalf of a 
user could be explored. 
Colnago et al., (2020) 
discuss this idea.

Purchasing 
decisions

Several participants 
mentioned that the 
information provided 
by the PPA could affect 
which devices they 
purchase.

Connected device user  
Female, early 30s

Connected device user  
Male, early 30s

Connected device user  
Male, early 30s

“ I think the whole 
concept is just a bit 
new, the idea of data 
as a commodity that 
we should protect”.

“If I have to approve 
every interaction 
it could become 
tiresome”.

“It would make me 
feel less suspicious 
of new device’s, at 
the moment I feel like 
everything is taking 
my information all the 
time”.
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